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Introduction
● Generative AI (genAI) is revolutionizing SE

● However, uncertainty exists in how these tools can be 
leveraged in education

● Conversational agents has been shown to be useful for  
students

● GenAI has also been explored in this context:

○  focused on solving introductory CS problems

○  focused on programming
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How can genAI tools be leveraged in supporting students in SE tasks ?

● that demand task-specific, contextualized assistance.
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Research Questions (RQs)
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RQ1 How effective is genAI in helping students in SE tasks?

RQ2 What are the current piŴalls in genAI in helping students with SE tasks? 

Between-subjects study (N=22) with students enrolled in SE courses at our university

● Experimental: ChatGPT (GPT-4) vs. Control: Non-GenAI resources
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Method



Iteratively designed and reviewed based on 
instructor’s input 

Removing code smells

Fixing code functionalities involving third party APIs

Task Design

5

Contributing changes to a GitHub repository via pull requests



RQ1: Effectiveness in helping students with SE tasks?
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Selecting Metrics and Instruments (RQ1) 

H1: Participants using ChatGPT for the tasks 
perceive lower cognitive load than those using 
alternate resources.

Construct Metrics & Instruments

Cognitive 
Load

NASA TLX [1]

Productivity Task Correctness & Time to 
Complete [2]

Self-efficacy Self-efficacy questions [3]

Continuance 
Intention

Direct likelihood questions [4]

H2: ChatGPT positively impacts participants’ 
productivity.

H3: ChatGPT promotes participants’ self 
efficacy.

Part of the post study questionnaire
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Results (RQ1): Effectiveness (Cognitive Load)
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Higher frustration levels among participants using ChatGPT.

“...it misinterpreted my questions, was REALLY slow, and didn't account for errors. It was hopeless (PT-7)”

H1 is not supported: Participants using ChatGPT did not perceive statistically significant lower cognitive 
load than those using alternate resources.



RQ2: Pitfalls in helping students with SE tasks?

Perceived faults made by 
ChatGPT

Causes of the perceived 
faults

Consequences for the 
participants
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AAR/AIHAI Guidelines
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Selecting Metrics and Instruments (RQ2)
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● Standardized AI assessment process to help end users find AI faults [5] 

● Recent member of the After-Action Review [6] family, 
○ Devised by the U.S. military in the 1970s as a facilitated debriefing method 

○ Used for decades and has been successfully adapted to different domains [7, 8]

● Integrating AAR/AI helps end users uncover significant number of faults with greater 
precision [5, 9]

After Action Review for AI (AAR/AI) 
(pronounced “arf-eye”, short for AAR for AI)



Results (RQ2): Pitfalls (perceived AI faults)

“for anything that wasn't super standard, ChatGPT struggled to 
easily give useful answers (PT-1)” 
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F1: Limited advice on niche topics

“it identified non-problems as problems and missed actual ones 
and didnʼt do the thing I wanted it to do despite giving it context 
(PT-6)”

F2: Inability to comprehend the 
problem

“...[ChatGPT] did not give me answers on how to solve the whole 
task (PT-11)”. F3: Incomplete assistance

“made up parameters for functions that were unfamiliar (PT-4)”F4: Hallucination

“It couldn't figure out test case 3 and kept telling me to check my 
drivers...without realizing there were missing imports (PT-8)''. F5: Wrong guidance
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Participants reported that ChatGPT 
violated 5 of the 18 HAI guidelines.

Cascading faults: “ChatGPT did not have as 
much knowledge . . . and confidently told me 
incorrect ways to ‘fix’ my code (PT-9)”

G10: Scoping 
when in doubt F4: Hallucination

F5: Wrong 
guidance

Self-doubt

These faults had consequences on the 
participants.

Self-doubt: “I got confused over its suggestions, 
… likely I may have asked something wrong (PT-2)”

Results (RQ2): Pitfalls (perceived AI faults, causes, consequences)
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“For anything that wasn’t super standard, ChatGPT struggled to easily give useful answers (PT-1)”

● Expert developers can navigate this, but novices might struggle or learn incorrect 
practices.

● Necessary to :
○ customize genAI with pedagogical scaffolds to support students

○ follow iterative participatory approach in future genAI design

Conclusion
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Cognitive Load

Productivity

Self-Efficacy



Thank You!
Questions?

choudhru@oregonstate.edu

Check out our 
paper!
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Source: https://www.microsoft.com/en-us/research/project/guidelines-for-human-ai-interaction/

Microsoft’s 18 HAI guidelines  recommend how AI systems 
should behave upon initial interaction, during regular 
interaction, when they’re inevitably wrong, and over time.

Here are some of them:
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https://www.microsoft.com/en-us/research/project/guidelines-for-human-ai-interaction/
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Polarized continuance intention: while one 
half of the participants intended to use genAI 
for SE, the others equally resisted: 
“I would have liked to be able to ask someone 
knowledgeable in Python about [task 1] (PT-11)” 

Results (RQ1): Effectiveness

“I could not rely on [ChatGPT] to tell me when 
functions exist or not (PT-1)”



Results (RQ2): Pitfalls (AI faults, their causes & consequences)

F1: Limited advice on niche topics. 
ChatGPT struggled to provide advice on topics specific 
to a niche (e.g., a domain, a library, or a concept): “for 
anything that wasn't super standard, ChatGPT struggled 
to easily give useful answers (PT-1)” 

F2: Inability to comprehend the problem. 
ChatGPT couldnʼt always comprehend participants' 
goals or problems. “It identified non-problems as 
problems and missed actual problems” and didnʼt “do 
the thing you want it to do despite giving it context 
(PT-6)”

F3: Incomplete assistance. 
ChatGPT often provided incomplete/partially correct 
assistance even when it was able to grasp the problem 
“...it did not give me answers on how to solve the whole 
task (PT-11)”. 

F4: Hallucination. 
ChatGPT hallucinated, creating false answers when it 
didnʼt know the correct solution and “made up 
parameters for functions that were unfamiliar'' (PT-4).

F5: Wrong guidance. 
In addition to hallucinating, there were other instances where ChatGPT gave wrong guidance, or “incorrect ways to 
fix [problems] (PT-9)”. For example, when it could not comprehend the problem (F2), PT-8 was facing, it gave a piece 
of incorrect advice: “It couldn't figure out test case 3 and kept telling me to check my drivers...without realizing there 
were missing imports (PT-8)''. 
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